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Determinants of Productivity: A Two-Stage Analysis

1. Introduction

Following Solow’s (2001) recent advice, this paper adopts productivity as the dependent variable and offers a cross-country analysis of its determinants. There are two reasons why Solow suggests productivity to be taken as the dependent variable. The first is the recent finding that productivity differences are more important than differences in accumulation rates in explaining per capita income differences across countries. The second reason is methodological. In paying attention to productivity differences, many researchers have resorted to growth regressions with extended specifications. Under this methodology, variables supposed to proxy for productivity differences are added directly to the right hand side of standard growth regressions. Solow feels uncomfortable with this methodology, because it lumps together in the same regression variables that have very different theoretical status. He therefore suggests that these additional variables should be taken as right hand side variables of regressions that have productivity itself as the dependent variable.

Implementation of Solow’s suggestion however requires a two-stage methodology, the first of which is devoted to obtaining productivity estimates, and the second stage is devoted to analyzing these estimates. The two-stage methodology thereby allows productivity differences occupy the center-stage of analysis. This contrasts with the ‘extended specification’ methodology, where productivity differences are considered as a sort of ‘nuisance,’ to be somehow pushed aside in order to estimate accumulation parameters such as the elasticity of output with respect to physical or human capital. Ironically, treatment of productivity as a ‘nuisance’ does not allow bias-free estimation of accumulation parameters either. In contrast, by separating productivity analysis from estimation of accumulation parameters, the two-stage methodology creates better conditions for bias-free estimation of the accumulation parameters.

By now researchers have offered a host of variables as determinants of productivity. These may be classified into the following four types.

(A) Economic factors, such as ‘size of the government,’ ‘openness of the economy,’ etc.
(B) Institutions, such as the ‘political stability,’ ‘democratic rights,’ etc.
(C) Social base, such as the ‘ethnic and religious composition of the population,’ etc.
(D) *Physical base*, such as the ‘location of a country,’ ‘climate,’ ‘access to sea,’ etc.

The Physical Base variables are often referred to as Geography variables. In recent years, there has been some spirited debate about the role of the Physical Base variables. While Sachs (2003) and his co-authors maintain that Physical Base variables exert some *direct* influence on the economic performance of an economy, other researchers such as Acemoglu et al. (2001) and Rodrik et al. (2004) have argued that the influence of Physical Base variables is mediated entirely through other, such as institutions, variables.

Separation of the productivity analysis into a different stage however does not solve the problem of indeterminacy regarding which variables to be included in the productivity model. The problem here is similar to that faced by the adherents of the extended specification approach to growth regressions. One response to this problem has been adoption of what may be called the statistical approach. This approach was initiated by Levine and Renelt (1992) who used Leamer’s (1983) bound in order to find out which variables prove to be robust in growth regressions. This approach has been extended further in recent years by Sala-i-Martin (1997, 1999), who has suggested more refined statistical methods to resolve the issue.

However, many researchers have found the purely statistical approach to determining robust determinants of economic performance not very satisfactory. They have instead emphasized the causality among possible determinants. Hall and Jones (1999) for example try to explain economic performance by the single underlying variable, Social Infrastructure. Similarly, both Acemoglu et al. (2001) and Rodrik et al. (2004) try to explain economic performance by quality of institutions. The approach adopted in these papers may be termed as the causality approach.

This paper adheres to the causality approach and extends it further. It constructs an elaborate causality scheme that subsumes most of the causality schemes proposed in the literature. The paper then allows this causality scheme to guide the regression specification. In this regard, the paper follows a sequential approach rather than the encompassing approach advocated by Hendry (1988). Given the huge number of possible candidates (for inclusion in the regression) and given the explicitly laid out causality scheme, the sequential approach appears to be more suitable for the analysis of this paper.

The analysis of this paper does not lead to a mono-causal model of productivity. Instead, elements of all the four types of productivity determinants find some space in it. For example, the results support the view that Physical Base variables influence aggregate productivity
primarily through their influence on other ‘intermediate’ variables. However, whether or not a
country is landlocked seems to have some remaining direct effect. Similarly, Social Base
variables (such as ethno-linguistic and religious fractionalization) seem to retain significant
direct effect on productivity. Some researchers, such as Alesina et al. (2003), have earlier tried to
explain away the direct effect of social fractionalization by including additional variables in the
model. Their success in this regard however remains questionable. Instead of banishing
fractionalization from the model by any means, this paper rather draws attention to the issue so
that further research is directed to it. Among Institutions variables, prevalence of democratic
rights displays some direct influence on productivity. Here again, more research may reveal
more fully the validity and/or nature of this direct effect.

Of the Economic Determinants, distortions in the economy, as measured by the black market
premium for a country’s currency, is found to affect productivity negatively. In addition,
government consumption expenditure, as measured by this expenditure as a ratio to GDP,
appears to have a very robust negative association with productivity. So far as externalities from
input accumulation are concerned, the results suggest that such externalities are true more of
human capital accumulation rather than of physical capital accumulation.

The productivity model arrived at in this paper is therefore complex, perhaps reflecting aptly
the complexity of the real phenomenon that we call productivity. However, the model may be
more expedient from policy point of view. Mono-causal models, assuming that they are valid,
are not always that helpful in this regard. For example, papers concluding that institutions
explain it all, beg the question how a country having bad institutions can change their institutions.
In fact papers, such as of Acemoglu et al. (2001), which point to Physical Base variables as the
determinant of institutions leave these countries in a hopeless situation, because a country
usually cannot alter her physical dimensions. To the extent that the productivity model presented
in this paper has more elements in it, it offers more hooks for policy levers to work on. In
particular, the presence of both economic and non-economic variables in the productivity points
to the necessity of both economic and political policies for improving productivity.

In comparing the results of this paper with those of previous studies, one has to keep in mind
that while this paper studies determinants of productivity, most of the previous studies have
examined determinants of income level or growth. While a determinant of productivity will also
be a determinant of income, the converse is not necessarily true. For example, it is quite possible for a determinant to influence output via investment rate and not so much via productivity.

The paper is organized as follows. Section 2 provides the background by noting empirical importance of productivity differences and examining this importance from the perspective of both the neoclassical growth theory (NCGT) and the new growth theory (NGT). Section 3 provides arguments for the two-stage methodology of productivity study. Section 4 discusses various productivity determinants suggested in the literature. Section 5 presents the main empirical results. Section 6 discusses the results further. Section 7 concludes.

2. The importance of productivity differences

Solow’s (2001, p. 287) suggestion that “…TFP (or its growth rate) should be the left hand side variable” in cross-country analysis of economic performance comes in response to the Easterly and Levine (2001) study showing that TFP, rather than factor accumulation, is the main explanatory factor of per capita income differences across countries. Elaborating further, Solow advises that “…comparative growth studies should focus on understanding and analyzing the various sources of differences in TFP and the policies that might affect them.” (p. 286) He therefore recommends that cross country growth studies should focus “… more directly on TFP or factor augmentation as the proper left-hand-side variables.” (p. 285) Romer (2001, p. 225) expresses similar views. He laments that many recent growth researchers abandoned the lead of growth researchers of the 1960s who allowed technology/productivity to differ across countries.¹ Romer therefore welcomes the current recognition of productivity differences across countries. Klenow (2001, p.221) concurs that “… TFP should be the focus of growth research.” Easterly and Levine (2001, p. 177) themselves recommend that “Economists should devote more effort toward modeling and quantifying TFP.”

The fact that productivity differences are important has been pointed out earlier by a number of papers including King and Levine (1994), Islam (1995, 2003), Hall and Jones (1996, 1999), and Prescott (1998). For example, proceeding from the following production function,

¹ “When economists in the 1950s and 1960s used growth models to understand the experience of developing countries, they allowed for the possibility of technology differences between developing countries and the United States. But because they did not have a good theory for talking about the forces that determined the level of the technology – in the United States any more than in developing countries – technology factors tended to be pushed into the background in policy discussions.” (Romer 2001, p. 225)
where $Y$ is output, $K$ is physical capital, and $H$ denotes human capital, Hall and Jones (1999) find that of the 35-fold difference in per capita income between the US and Nigeria, the difference in physical capital intensity accounts for a factor of 1.5, and the difference in educational level accounts for another factor of 3.1, but the difference in $A$ accounts for a factor of 7.7. Similarlry, using the aggregate production function,

$$Y_i = K_i^\alpha (A_i, H_i)^{1-\alpha},$$

Islam (1995) finds that in a sample of 96 countries, the highest estimated value of the productivity level, $A$, was 39 times greater than its lowest estimated value. Prescott (1998, p. 1) actually goes so far as to declare that in explaining income differences across countries, “saving rate differences do not matter, all that is important is total factor productivity.”

The fact that the TFP term $A$ proves to be so important in explaining cross-country income and growth differences should not be surprising. In fact, both NCGT and NGT allow for such a role. In NCGT, TFP is often represented by the Hicksian shift term, $A(t)$, in the production function,

$$Y(t) = A(t) F[K(t), L(t)],$$

and is generally associated with technological progress. However, there was a parallel recognition that TFP or the $A(t)$ term was not all technological progress. To emphasize the point, Solow (1988) draws a distinction between ‘technological progress in the narrow sense’ and ‘technological progress in the broader sense.’ More recently, Mankiw, Romer, and Weil (1992) note that “…the $A(0)$ term reflects not just technology but resource endowments, climate, institutions, and so on; it may therefore differ across countries.” (p. 6) Thus, even if technology in the narrow sense in NCGT is exogenous, many of these other components of $A$ may clearly vary across countries.

Furthermore, suppose $A_i$ and $A_j$ represent only the ‘technology in the narrow sense’ of countries $i$ and $j$, respectively. Going by the usual neoclassical specification, $A_i = A(0)_i e^{g_i t}$ and $A_j = A(0)_j e^{g_j t}$. NCGT per se does not imply that $A(0)_i = A(0)_j$ and/or $g_i = g_j$. Yet any departure from these equalities leads to differences in $A_i$ across countries. Thus, NCGT can allow even the ‘technology in the narrow sense’ to differ across countries.
In most NGT models, on the other hand, the productivity term $A$ does not have to represent technological progress, because these models have alternative avenues for technological progress and/or source of long run growth. In these models $A$ can therefore stand entirely for non-technological components, which may obviously vary across countries.

Thus both NCGT and NGT allow $A$ to vary across countries. The question is whether these theories can support the empirical domination of $A$ in explaining per capita income difference across countries. Introspection suggests that they do, because both these theories allow changes in $A$ to affect the economic performance along several different routes, as follow:

**Direct Effect:** Under NCGT, changes in $A$ lead to transitional growth directly, because $A$ is a determinant of the steady state income level in this model. The long-run (steady state) growth rate, being exogenous, remains unaffected, however. This is often summarized in the statement that improvements in $A$ under NCGT have level effect only and no growth effect. While some have viewed this as a lack of potency of $A$ under NCGT, that is actually not the case. As Jones (2002) emphasizes in the context of the post-war US economy, a succession of transitional growth effects induced by continual improvements in $A$ may virtually be indistinguishable from a situation of permanent growth effect. So far as NGT is concerned, improvements in $A$ can have a direct growth effect, because the formulae of the equilibrium growth rate of most NGT models include $A$ as an explicit argument.

**Indirect Effect:** Given the wide scope of $A$, it is quite likely that investment and labor force growth rates themselves depend on it. In other words, we may have $s = s(A, ...)$ and $n = n(A, ...)$.

---

2 For example, proceeding from production function in (1), the steady state per capita income level, $y^*$, solves out to be:

$$y^* = A(i) \left( \frac{s}{n + g + \delta} \right)^{1-\alpha} = A_0 e^{\gamma t} \left( \frac{s}{n + g + \delta} \right)^{1-\alpha},$$

showing that $y^*$ depends on the vector $[A, s, n, g, \delta, \alpha]$, where $n$ is the growth rate of the workforce, $s$ is the rate of investment (measured as a ratio to GDP), and $\delta$ is the rate of depreciation.

3 For example, the equilibrium growth rate, $\gamma$, for the Romer (1990) model solves out to be as follows:

$$\gamma = \frac{1}{\theta} \left( \frac{L}{\eta} A \right)^{1-\varphi} \left( \frac{1-\varphi - \rho}{\varphi} \right)^{2^{1-\varphi} - \rho},$$

where $\eta$ is the fixed cost per invention, which Romer takes as given, and $\varphi$ is the exponent with which the (intermediate) inputs enter the production function for the final goods. Clearly changes in $A$ change $\gamma$. 

---
That being the case, changes in $A$ can induce transitional growth indirectly through its influence on $s$ and $n$, which are also determinants of the NCGT steady state income level. Similarly, it is likely that $\rho = \rho(A, \ldots)$ and $\theta = \theta(A, \ldots)$, where $\rho$ is the (time) discount rate, and $\theta$ is the inter-temporal elasticity of substitution. Accordingly, changes in $A$ can have indirect growth effect under NGT too, because the equilibrium growth rate of many NGT models includes $\rho$ and $\theta$, as we just saw above.

*Feedback Effect:* Finally, it is possible that $A = A(s, n, \ldots)$ and $A = A(\rho, \theta, \ldots)$, so that improvements in $s$ and $n$ (or in $\rho$ and $\theta$) can cause improvements in $A$. Such feedback effects can lead to fresh rounds of direct and indirect effects. Thus, an initial positive shift in $A$ can set an economy on to a virtuous cycle of mutually reinforcing positive effects.

In view of its both theoretical and empirical potency, it is unfortunate that growth theories do not have much to say about determinants of $A$. This gap in our understanding of growth is now prompting researchers to call for the development of a TFP theory. In offering their ideas in this regard, different researchers have emphasized different aspects of TFP, something not surprising given TFP’s broad scope. In order to determine which of these different aspects to focus on in building a TFP theory, it is helpful to have some stylized facts regarding the determinants of TFP. In view of these circumstances, empirical research on TFP may have to precede theoretical research on it at the current stage.

Empirical papers cited earlier have made some progress in developing TFP empirics. However, most of these studies are focused on particular TFP determinants, and hence do not reveal the overall picture. This paper therefore adopts a comprehensive approach and strives to examine the productivity determinants under a unified framework. The analysis of this paper is extensive rather than intensive, and the picture portrayed is in broad strokes. However,

---

4 As Easterly and Levine (2001, p. 181) note, “The empirical importance of TFP has motivated economists to develop models of TFP. These focus variously on technological change (Aghion and Howitt 1998; Grossman and Helpman 1991; Romer 1990); impediments to adopting new technologies (Parente and Prescott 1996); externalities (Romer 1986, Lucas 1988); sectoral development (Kongsamut, Rebelo, and Xie 2000); or cost reductions (Harberger 1998).”

5 As Easterly and Levine (2001, p. 178) note, “Evidence that confidently assesses how well these conceptions of TFP explain economic growth is lacking. Economists need to provide much more shape and substance to the amorphous term TFP, distinguishing empirically among these different theories.” Further, Easterly and Levine note, “…empirical work does not yet decisively distinguish among the different theoretical conceptions of TFP growth.” (ibid)
once the broad picture has emerged, and the methodology has been agreed upon, future research can focus more intensively on the individual patches.

3. The two-stage approach to productivity study

In dealing with productivity differences across countries, empirical researchers have generally followed two methodological approaches, namely (a) the ‘extended specification’ (of growth regressions) methodology and (b) the ‘two-stage’ methodology. The difference between these two approaches can best be explained by invoking the following neoclassical growth-convergence equation that has now become ubiquitous in the empirical growth literature:

\[
\begin{align*}
\ln y_t - \ln y_i &= (1-e^{-\lambda \tau}) \frac{\alpha}{1-\alpha} \ln s_i - (1-e^{-\lambda \tau}) \frac{\alpha}{1-\alpha} \ln(n_i + g + \delta) - (1-e^{-\lambda \tau}) \ln y_i \\
&+ (1-e^{-\lambda \tau}) \ln A(0) + g(t_2 - e^{-\lambda \tau} t_1),
\end{align*}
\]

where \( y \) is per capita income, \( t_1 \) denotes the initial period, \( t_2 \) denotes the subsequent period, \( \tau = (t_2 - t_1) \), and \( \lambda = (n + g + \delta)(1 - \alpha) \), which is generally termed as the ‘rate of convergence.’

The rest of the notations are as before. Denoting

\[
\begin{align*}
\gamma &= (1-e^{-\lambda \tau}) , \\
\beta_1 &= (1-e^{-\lambda \tau}) \frac{\alpha}{1-\alpha} , \\
\beta_2 &= -(1-e^{-\lambda \tau}) \frac{\alpha}{1-\alpha} , \text{ and} \\
\eta &= g(t_2 - e^{-\lambda \tau} t_1) ,
\end{align*}
\]

equation (5) may be alternatively expressed as

\[
\begin{align*}
\ln y_t - \ln y_i &= \beta_1 \ln s_i - \beta_2 \ln(n_i + g + \delta) - \gamma \ln y_i + \gamma \ln A(0) + \eta .
\end{align*}
\]

Equation (9) presents the conventional ‘growth-initial level’ regression, and it clearly shows that the productivity term, \( A(0) \), is a part of this equation. The difference between the ‘extended specification’ and ‘two-stage’ methodologies arises mainly from the different ways in which these try to deal with the productivity term, \( A(0) \).

---

\[^6\text{The derivation of this equation is available in several papers including Mankiw, Romer, and Weil (1992), Barro and Sala-i-Martin (1992), and Islam (2003)}\]
The ‘extended specification’ methodology

Under the ‘extended specification’ approach, variables that are assumed to proxy for $A(0)$ are added directly to the right hand side of equation (9). In the recent period, this approach begins with Barro (1991), where he includes many novel (from the viewpoint of mainstream growth economics at the time) variables, such as the ‘number of political assassinations and coups’ etc. Barro (1991) does not provide ‘theoretical’ arguments for such inclusion. However, in a subsequent paper, Barro (1997) explains how in growth regressions it is necessary to control for cross-country differences in the steady-state income level $y^*$. To the extent that the productivity shift term $A$ is a part of $y^*$, this provides a theoretical justification for inclusion of variables proxying for $A$ in growth regressions. Other studies that have followed the ‘extended specification’ route include Caseli et al. (1996), Sachs and Warner (1997), Sala-i-Martin (1997, 1999), and Barro and Sala-i-Martin (1995, 2004).

There are however several problems with the ‘extended specification’ methodology. The first is that this approach leads to sets of explanatory variables of very heterogeneous character, so that ‘conjectural’ variables such as the ‘number of coups’ attain the same status as ‘strictly model-based’ variables such as the investment rate. It is this situation that Solow (2001, p. 285) found ‘haphazard’ and that prompted him to argue for inclusion of the ‘conjectural’ variables only in regressions that have productivity as the dependent variable. Second, the extended regression approach quickly leads to a disconnection between the underlying growth model and the regression specification, causing researchers often to lose sight of the values of the growth model parameters implied by the estimated coefficients. Third, the ‘extended specification’ approach cannot focus on productivity differences, which are regarded rather as a ‘nuisance’ to be somehow pushed aside in order to estimate such input accumulation parameters as the elasticity of output with respect to physical or human capital. Accordingly, the extended regression approach, in most cases, does not even attempt to produce productivity estimates. Fourth, despite extension of the specification, it is usually not possible to include in a growth-

---

7 He just mentions that “I interpret the REV and ASSASS variables as adverse influences on property rights, and thereby as negative influences on investment and growth.” (Barro 1991, p. 432) REV and ASSASS refer to the number of revolutions and political assassinations, respectively.

8 Noting all the ‘exotic’ variables that have appeared in growth regressions of extended specifications, Solow (2001, p. 285) observes that “if they mean anything at all, those many RHS variables in growth regressions are determinants of TFP. But then they should be selected with that function in mind, and TFP (or its growth rate) should be the LHS variable.”
regression all the variables that influence productivity. Yet these left out variables impart omitted
variable bias (OVB) to the estimated accumulation parameters because of their correlation with
the included (accumulation) variables.9 In view of these problems, many researchers are now
resorting to the ‘two-stage’ approach.

The two-stage approach

The two-stage approach to the study of productivity differences accords well with Solow’s
suggestion of keeping the basic growth regression uncluttered and of including ‘conjectural’
variables only in regressions that have ‘productivity’ as the dependent variable. Implementation
of Solow’s suggestion however requires a two-stage exercise, the first of which is devoted to
estimation of productivity, and the second stage focuses on analyzing the productivity estimates
obtained in the first stage.

The first stage of the exercise can, in turn, be conducted in different ways. Hall and Jones
(1999), for example, conduct a cross-section growth accounting exercise to compute values of
$A(t)$. Islam (1995), on the other hand, adopts the panel regression approach, under which the
equation (9) is reformulated as a dynamic panel data model with $A(0)$ as the ‘individual country
effect.’ The estimated values of these ‘country effects’ are then used to recover the estimated
values of $A(0)$. Some researchers have even used residuals from the cross-section growth
regression (of appropriate specification) as the first stage estimates of TFP.10

The two-stage methodology has some advantages. First and foremost is of course that it
makes it possible to retain the essential distinction between the basic variables of growth and the
conjectural variables that are thought to proxy for productivity. Second, this methodology brings
productivity to the forefront of the analysis rather than relegating them to a ‘nuisance’ status.
Third, paradoxically the ‘two-stage’ methodology allows getting better estimates of the

9 For example, Sachs and Warner observe that “An important step in estimating (2) (the growth convergence
equation –ni) is to include a reasonably comprehensive set of exogenous variables in Z. Many empirical studies
suffer from the fact that the authors include only a small subset of appropriate variables. For example, if the author
is studying the effects of income inequality on growth, then only a measure of income inequality is included in (2).
Without a comprehensive set of Z variables, cross-country growth studies are plagued by left-out-variable errors of

10 Young (1994) provides a recent example of this particular way of obtaining first stage TFP estimates. Earlier,
Feder (1975) also used this route.
accumulation parameters. For example, the panel regression approach makes it possible to obtain these parameters’ estimates that are free from omitted variable bias and endogeneity bias.11

In view of these advantages, more researchers are gravitating to the two-stage approach with time. This paper represents a further step in developing and applying the two-stage approach.12

4. Determinants of Productivity

By now, numerous variables have been suggested as productivity determinants. Introspection suggests that these may be classified into the following four types.

(A) **Economic factors**, such as ‘openness of an economy,’ ‘size of the government consumption expenditure,’ ‘extent of distortions in the economy,’ etc.

(B) **Institutions**, such as the ‘nature of the legal system,’ ‘nature of the political system,’ etc.

(C) **Social base**, such as the ‘ethnic and religious composition of the population,’ ‘colonial heritage,’ etc.

(D) **Physical base**, such as the ‘physical location,’ ‘climate,’ ‘disease environment,’ etc.13

Not all researchers follow the same classification of productivity determinants. For example, Rodrik et al. (2004) (henceforth RST) classify productivity determinants into three groups,

11 Apart from being drawn by these advantages, some researchers are arriving at the two-stage methodology via their analysis of the role of human capital in growth. As is known, while initial human capital level proves significant in cross-country growth regressions, change in human capital generally does not. Krueger and Lindahl (2001) point to measurement errors in human capital data as the main reason for this anomalous result. The two-stage methodology can help get around this measurement error problem. To the extent that the second stage of the two-stage analysis can be of cross-sectional nature, human capital variable can be examined fruitfully in this framework, because the cross-section dimension of the human capital data has more signal-to-noise ratio than its time series dimension does. There are other ways in which researchers are arriving at the two-stage approach. For example, Canova and Marcet (1995, p. iv) propose a two stage approach, the first of which is devoted to estimation of the steady states. “Once the steady state estimates are obtained for each unit,” the authors suggest, “we can test, in a second step, what variables determine the cross-sectional distribution of steady states.”

12 The two-stage approach has some problems too. First, the task of separating productivity from input accumulation is fraught with many pitfalls. For example, Abramovitz (1956), Abramovitz and David (1973), Nelson (1969), Wolff (1991), and others have emphasized the complex interaction between productivity and input accumulation and have emphasized the difficulty of separating the two. In the more recent period, Hulten (1979, 2001) has emphasized capital accumulation induced by productivity increases. In implementing the ‘two-stage’ methodology, it will be necessary to take note of this interaction. For a fuller comparison between the ‘extended specification’ and the ‘two-stage’ methodology, see Islam (2003).

13 It may be noted that, three of the four types above are ‘non-economic’ in nature. By putting forward these variables as determinants of economic performance, growth economists are therefore conceding an important role to non-economic factors. This should help growth economics and development economics come closer, because
namely ‘Policies,’ ‘Institutions,’ and ‘Geography.’ This agrees with the classification above to a
great extent. However there are two important differences. First, the RST classification does not
allow a formal place for ‘Social Base’ variables. Yet recent research shows that Social Base
variables play an important role in a country’s economic performance. For example, Easterly
(1997) finds that ethnic division is an important factor behind Africa’s poor growth performance.
Alesina et al. (2003) offer similar conclusion based on a more comprehensive analysis. Hence
neglect of Social Base as a determinant of economic performance may not be satisfactory.
Second, by ‘Policies’ RST mainly refer to economic policies, such as reduction of tariff rates, etc.
However, policies can be non-economic too, such as reform of the political system. The
classification proposed in this paper therefore allows the possibility of both types of policies,
with economic policies influencing economic determinants of productivity and non-economic
policies influencing non-economic determinants of productivity. Paradoxically, such a treatment
accords well with RST’s own suggestion that ‘institutions’ are ‘stock’ variables, while ‘policies’
are ‘flow’ variables, and that ‘policy’ variables should therefore be left out of regressions that
take stock variables, such per capita income level, as the dependent variable. To the extent that
this paper’s dependent variable, productivity level, is a stock variable, it is rather appropriate that
policies be left out of the specification.

The classification of productivity determinants also brings up the issue of interrelationship
and chain of causality among them. Researchers initially did not pay much attention to these
issues and instead included different variables in extended regressions in a rather kitchen sink
style. However, they soon started to worry about the ‘hierarchy’ among these variables and about
different channels of their influence. Different researchers have presented different views in this

---

14 It should be noted that even though RST leave out Social Base variables from their main specification, they use
some of these variables as additional controls for robustness check of specifications comprised of other variables.
For example, in regressions presented in their Table 4, RST include as additional controls such variables as ‘legal
origin,’ ‘identity of colonizer,’ and ‘religion.’

15 However, RST’s treatment of the division between ‘policy’ and ‘institution’ is not entirely clear. First, contrary to
their argumentation, RST do include ‘policies’ in their regressions even though their dependent variable is per capita
income level. Second, it is unclear why such variables as ‘extent of openness’ should not be viewed as a ‘stock,’
rather than a ‘flow’ (such as ‘reduction in tariff’). Third, in their algebraic formulation of this relationship, RST treat
institutions as just a single index, while allowing for many ‘dimensions’ of ‘policies.’ However, ‘institutions’ have
many dimensions/components too, and once this is recognized, it becomes difficult to postulate an exact
correspondence between different dimensions of ‘institutions’ on the one hand and different dimensions of ‘policies’
on the other. Take for example ‘legal system.’ If this is stock, what is the corresponding flow? The same question
may be posed for other components of institutions.
regard. Figure 1 presents a scheme that subsumes many of the causality schemes proposed in the literature. Each arrow in Figure 1 represents a causal link, and these links have been numbered in order to facilitate the discussion below. A combination of causal links is referred to as a (causal) channel. An important consideration in deciding about the direction of causality is the time-horizon in mind.

**Figure 1**

Causality among Productivity Determinants

**Physical Base:** In the long sweep of history, even national boundaries, and hence the Physical Base of a country, are endogenous. However, the recent empirical growth research focuses on the post World War-II decades. For this rather short period, the Physical Base of an economy may indeed be deemed exogenous. What is however contentious is whether Physical Base variables exert their influence on productivity directly (as represented by link (17)) or through their influence on other, ‘intermediate’ productivity determinants only, as represented by channels (3)+(6)+8, (14)+8, or (3)+(11), etc. Physical Base variables are sometimes also called Geography variables, and recent research has seen some spirited debate about their role. As noted above, Acemoglu et al. (2001) argue that while Geography had a historic role in determining institutions, it is the latter that have the primary role in explaining economic performance. This agrees with channel (3)+(6)+8 or (3)+(11). By contrast, other researchers, such as Sachs (2003) and Sachs and McArthur (2001), argue that Geography has an important

---

16 One of the first studies to emphasize the issue of ‘hierarchy’ among productivity determinants is Hall and Jones (1999), who argue that the underlying determinant of economic performance is ‘social infrastructure.’
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direct influence in addition to their indirect influence via institutions. This view therefore emphasizes the link (17).

**Social Base:** Given the time horizon mentioned above, many of the Social Base variables may also be deemed exogenous. For example, the ethnic and religious composition of most of the developing countries was determined by the way their political boundaries were demarcated at the time of their independence from colonial rule. The Physical Base and Social Base variables of these countries may therefore be thought to have been determined jointly, as reflected by the inclusion of link (2) in addition to (1) in Figure 1. Some researchers suggest that Social Base variables (at least some of them) can also be endogenous. Alesina et al. (2003), for example, note that the political atmosphere, which may in turn depend on the productivity performance of a country, can lead people to rethink about their ethnic or religious identities. Such possibilities do exist, and channels (9)+(7)+(5), and (9)+(13) of Figure 1 recognize them.

**Institutions:** The literature emphasizing the role of institutions in the growth and productivity performance of a country is now quite large. Among recent papers emphasizing the role of institutions are Acemoglu et al. (2001) and Rodrik et al. (2004), as already mentioned. It has been generally thought that good institutions help a country adopt and implement good economic policies, thus enabling it to have good economic determinants of productivity. Figure 1 reflects this chain of causality through the channel (6)+(8). In addition, institutions may be thought to have some direct influence on productivity, as reflected by the link (11). However, unlike the Physical Base and Social Base variables of a country, Institutions are very likely to be endogenous, because higher levels of productivity and income can conduce to better institution

---

17 Mauro (1995) also notes the exogeneity of Social Base variables for the analysis of post-war growth and productivity performance.
18 See also Acemoglu et al. (2001) on this point.
20 Rodrik et al. (2004) however emphasize the mutability of institutions. Their paper (pp. 153-5) also makes the point that Acemoglu et al. (2001) sometimes lapse into reading theory in an instrument. This refers to the fact that Acemoglu et al. (2001) use early European settler mortality rate as the instrument for the institutional quality variable, RISK. However, their discussion sometimes tends to suggest that colonial past itself has been the determinant of subsequent economic performance. Rodrik et al. (2004) refute this (mis)interpretation of Acemoglu et al.’s (2001) findings by restricting the sample to countries that were never colonized and showing that institutional quality proves equally important for this subset of countries too. As Rodrik et al. (2004, p. 154) put it: “...if colonial experience were the key determinant of income levels, how would we account for the variation in incomes among countries that had never been colonized by the Europeans?”
building in a country. Link (12) and channel (9)+(7) capture these feedback processes.\textsuperscript{21} Endogeneity is therefore an important issue in identifying the role of institutions.

\textit{Economic factors:} Economic Factors are the most immediate determinant of productivity. This is represented by the relationship (8). However, Economic determinants are also endogenous. Higher levels of productivity can help a country have better magnitudes of Economic Factors, either directly or through their positive influence on institutions and the Social Base. These feedback processes are captured by the link (9) and through the channels (12)+(6) and (16)+(4)+(6).

Some economic determinants of productivity such as the ‘size of the government’ or ‘the degree of openness of an economy’ are rather straightforward in nature. However, economic determinants also include in their scope possible externalities emanating from input accumulation. In Section 2, we alluded to this possibility as the ‘feedback effect,’ and expressed it through the relationship $A = A(s, \ldots)$, with $s$ denoting the rate of investment, which can be in either physical or human capital. In order to capture these potential externalities, physical and human capital can appear as explanatory variables of the productivity regressions even though these were already taken into account in the computation of productivity. The following general production function framework can help explain the pertinent issues:

\begin{equation}
Y = F[A(K, H, \ldots), K, H, L]
\end{equation}

The first stage of the exercise quantifies $A$, and in doing so it takes into account of $K, H$, and $L$, which are independent arguments of the production function $F[\cdot]$. However, one has to confront $K$ again in the second stage in order to analyze $A(K, H, \ldots)$. As this expression suggests, both $K$ and $H$ can be viewed as arguments of $A$, recognizing the possibility of externality arising from accumulation of both physical and human capital. As is known, many NGT models have emphasized $H$ as an argument of $A$.\textsuperscript{22} The role of $H$ can also be argued from the viewpoint of technological diffusion across countries. According to this view, human capital helps a country benefit more from the ‘advantage of backwardness,’ thus yielding a higher value of $A$. However, some researchers have suggested that externalities can emanate from physical capital.

\textsuperscript{21}The channel represented by (16)+(4) can be another route, albeit very remote and weak, of such feedback influence.

\textsuperscript{22}The first generation new growth models, such as of Romer (1986) and Lucas (1988), can be interpreted to be of this spirit.
accumulation too. In a series of articles, DeLong and Summers claim to have found empirical evidence for this proposition.

Barro (2001) works out the implications of these externality propositions for the conventionally computed TFP. He shows that proceeding from the production function:

\[
Y_i = AK_i^\alpha K^{\beta} L_i^{1-\alpha},
\]

where \(Y_i, K_i,\) and \(L_i\) are output, capital, and labor of the individual producer \(i,\) while \(K\) is the aggregate of capital in the economy, it is possible to derive

\[
\frac{\dot{Y}}{Y} - \alpha \frac{\dot{K}}{K} - (1-\alpha) \frac{\dot{L}}{L} = \frac{\dot{A}}{A} + \beta \frac{\dot{K}}{K}.
\]

This equation shows that the conventionally computed TFP growth rate (the left hand side of equation (12)) comprises in part of the aggregate capital accumulation rate. Barro (2001) further shows that equations for TFP growth similar to (12) can be derived proceeding from production functions used by second generation new growth models too. The standard TFP growth rate is again found to be related with input accumulation rate expressed in the form of rate of either expansion of the number of inputs or rise along the quality rung, depending on the production function chosen. In short, externality or feedback effect of input accumulation is an important factor to be considered among the Economic Determinants of productivity.

Having discussed the classification of productivity determinants and the interrelationship among them, we can now move to the discussion of the empirical results.

5. Empirical results

In implementing the two-stage methodology, we first note that several previous studies have already presented productivity estimates for large samples of countries. As noted earlier, Hall and Jones (1996) present relative productivity levels for a sample of 118 countries for 1988. Similarly, Islam (1995) presents estimates of relative productivity levels for a sample of 96 countries for the period of 1960-85. It is therefore possible to use these productivity estimates and skip redoing the first stage of the two-stage methodology. In fact there are some advantages

\[23\text{ Arrow (1963) can be viewed in this light.}\]
in using these productivity estimates, because these have already undergone the profession’s scrutiny and have been available to other researchers for use.

**Endogeneity and identification strategies:** From the discussion above, it is clear that many of the productivity determinants, particularly the Economic Factors and Institutions, are endogenous, requiring instruments for identification of their coefficients. However, finding satisfactory instruments is not easy, as is often the case. In dealing with similar endogeneity problems of his growth regressions, Barro (1997) advocates the use of pre-determined variables as instruments. The validity of this approach depends in part on the absence of serial correlation in the error term. Based on residuals from several consecutive decade specific growth regressions, Barro concludes that any such serial correlation is very low, validating the instruments.24 Following Barro, this paper also makes use of the ‘instrumentation through predetermination’ approach. However, the paper in addition uses a number of other instrumental variables that have recently surfaced in the literature. Details about instruments, over-identification tests, and other technical aspects of estimation are provided at appropriate points in the paper.

In the following, we refer for brevity to productivity indices of Hall and Jones (1996) and Islam (1995) as HJ and IS indices, and the regressions with them as dependent variable as HJ and IS regressions, respectively. The results obtained from these two sets of regressions proved to be similar. In the paper we present mainly the results from HJ regressions, alluding to IS regressions only when necessary. One reason for preferring HJ regressions is that these allow for more lagged variables to serve as instruments and thus for identification tests to be conducted.25 Also, the sample size of HJ regressions is in general larger.

The basic results from the HJ regressions are presented in Tables 1a, 1b, and 1c. Following the sequential approach, we begin developing the model first with the Economic Determinants, and then move progressively to more ‘underlying’ determinants of productivity. Such a progression follows from the causality scheme presented in Figure 1, and it helps to find out whether the influence of underlying determinants is entirely mediated through intermediate determinants or they have independent, direct influence too.

---

24 Barro and Sala-i-Martin (2004) also uses this identification strategy.
25 Recall that the HJ index pertains to 1988, whereas the IS index pertains to 1960-85 period as a whole.
5.1 Economic determinants of productivity

Externality from input accumulation

We begin the analysis by examining the potential role of externality arising from input accumulation. Column (1) of Table 1a presents the results from regressing the HJ productivity index on human capital level, as measured by the Barro-Lee (1994) variable (denoted by $TYR15$), that gives average total (i.e., inclusive of primary, secondary, and tertiary) years of education in the population of age 15 and above. We use the 1985 value of $TYR15$ as the explanatory variable, allowing thus a lag in the influence of human capital on productivity. Data availability is another reason for using the 1985 value. The lag also makes the right hand side variable pre-determined with respect to the dependent variable and thus help alleviate the problem of endogeneity. Thus under standard assumptions regarding the error term, even OLS estimation of the model would be valid. In fact, in many cases we present OLS estimates. This is because of two reasons. First, the results often do not differ that much when estimated using instrumental variables. Second, the IV results differ among themselves to some extent depending on how many and which particular lagged values are used as instruments. This causes some indeterminacy as to which particular IV results are to present. The OLS results by contrast do not suffer from this ambiguity.

The results show a significant positive coefficient, indicating that the direct impact of $H$ may not exhaust its influence on output, and it may have an externality effect, via its positive influence on the total factor productivity. Column (1) shows the OLS results. The model was also estimated with further lagged values of $TYR15$ as instruments. The estimated value of the human capital coefficient remains remarkably stable, showing only slight sensitivity with respect to the choice of instrument set. Though not presented in the paper, similar strong association between human capital and productivity is found from IS-regressions too.

---

26 One reason why instrumentation does not markedly change the OLS results is the fact that the explanatory variable itself is lagged.
27 The $p$-value of the over-identification test, when all the lagged values are used as instrument, proves to be 0.16. The usefulness of the test is however somewhat moot given the fact that it pertains to the joint hypothesis of validity of the instruments as well as validity of the specification.
28 The numerical magnitude of the human capital coefficient is however much higher in the IS regression than it is in the HJ regression. This is not unexpected. If $H$ of equation (2) is specified as $e^{\phi(E)}L$, as Hall and Jones (1996) do, with $E$ being the average years of education for $L$, the relationship between IS index ($A^{IS}$) and HJ index ($A^{HJ}$), obtained on the basis of production functions given in equation (1) and (2), respectively, can be shown to be as follows:

$$\ln A^{IS} = \ln A^{HJ} + \phi(E).$$
To check whether similar externality is true of physical capital accumulation, we next include per capita physical capital stock in the regression. The capital stock values are computed using perpetual inventory method based on the investment data provided in Penn World Tables. Again, for reasons mentioned earlier, the capital stock value of 1985 is used as the explanatory variable. The OLS results are in column (2) of Table 1a. We see that the physical capital variable proves significant too. The model is also estimated using further lagged values as instruments. The results prove similar to those from OLS.

This exploration suggests that productivity may benefit from externality arising from both human and physical capital. As of now, therefore, the aggregate productivity model may have the following tentative specification:

\[(13) \quad A = f(H, K\ldots).\]

These results however may not mean much as they are obtained from simple bi-variate and almost bi-variate regressions, which obviously suffer from considerable omitted variable bias. Pursuing the sequential approach we therefore proceed to include other variables in the regression, taking equation (13) as the maintained model.

**Size of the government**

One of the economic determinants of productivity that has been widely mentioned in the literature is the size of the government, as measured by government expenditure as a ratio of GDP. Government expenditure in turn may be classified broadly into two types, namely consumption and investment. Conventional wisdom suggests that government investment expenditure should be conducive to productivity, while government consumption expenditure, being a drain on potential investment resources, is harmful to growth and productivity. The literature, both theoretical and empirical, however remains controversial on the issue.

---

29 The \( p \)-value of the over-identification test, when all the lagged values are used as instrument, proves to be 0.20.

30 Note that the size of the labor force employed by the government relative to the total employment can be another indicator/mesure of the government size. However, the literature has mainly used the government size as measured by government expenditure relative to the GDP.
Barro (1991) introduced to the empirical study of growth several government expenditure variables that have since proved popular in research. One of these variables is $GVXDXE$, which stands for the ratio to GDP of ‘government consumption expenditure minus expenditure on defense and the recurrent expenditure on education.’\(^{31}\) This gives a measure of government expenditure on administrative and other regulatory purposes. It may therefore give an indirect measure of the extent of government intervention in the functioning of the economy. Depending on their type and how they are carried out, government interventions can be beneficial for the economic performance. However, generally government intervention has been thought to introduce distortions in the economy and thereby hamper its productivity. To find out an empirical answer to this question, we next include $GVXDXE$ as an additional explanatory variable in the HJ regression. We use the 1985 value of GVXDE as the explanatory variable, for reasons explained earlier. Column (3) of Table 1a presents the results. As we can see, there is a significant negative association between productivity and $GVXDXE$. The outcome does not change when the model is estimated with further lagged values as instruments.

To inquire into the role of government investment expenditure in productivity, we explore with two Barro-Lee (1994) variables, namely $INVPUB$, which represents the ‘ratio of nominal public domestic investment (fixed capital formation) to nominal GDP,’ and $GGCFD$, which represents the ‘ratio of real public domestic investment to real GDP.’ Columns (4) and (5) show the results from inclusion of these variables in similar manner as was the case with earlier variables. We see that neither $INVPUB$ nor $CCCFD$ prove significant, suggesting that government investment expenditure does not have particularly beneficial effect on a country’s productivity. To some extent this may reflect the inefficiency with which public investment projects are often undertaken.

In view of the results above, we extend the productivity model to include only $GVXDXE$, so that we now have

\[
A = f(H, K, GVXDXE, \ldots).
\]

\(^{31}\) A question may be raised regarding the appropriateness of leaving out defense expenditure in constructing the government consumption variable. The likely argument for leaving out is that expenditure on defense helps fortify property protection, which in turn should be conducive to growth. Experience of many developing countries however does not bear out this argument. This is an issue that can be investigated further. However, we do not want to push this point any further in this paper.
Openness of the economy

Another economic determinant of productivity that has received wide attention in the literature is the ‘openness’ of an economy. It has been generally thought that ‘openness’ is conducive to growth and productivity, though a full-blown theoretical model showing such a relationship has been lacking.\(^{32}\) Despite this theoretical lacking, many have claimed that empirical research confirms a positive relationship between openness and economic growth. Sachs and Warner (1995) for example have made a strong empirical case for openness. However, other researchers, such as Rodriguez and Rodrik (2000), have taken a skeptical view of the role of openness.

There are two major problems regarding empirical identification of the role of openness. The first concerns measurement of “openness” itself. It is difficult to get a satisfactory measure or indicator of openness. The second concerns finding satisfactory instruments for whatever openness variable is agreed upon, as because it is surely to be endogenous.

In view of these problems, we use in this paper two different measures of openness. The first is the most widely used variable, \(\text{OPEN}\), which is the ratio of imports plus exports to GDP. The data on \(\text{OPEN}\) is readily available either in the Penn World Tables or in Barro-Lee (1994). The variable \(\text{OPEN}\) however does not prove significant in the model. In the OLS regression, \(\text{OPEN}\) (pertaining to 1985) proves insignificant. The situation does not change when it is instrumented using further lagged values.

With regard to ‘openness,’ it is possible to use other instruments than just lagged values. For example, Frankel and Romer (1999) present an instrument for openness that is constructed entirely on the basis of exogenous (geographical) characteristics of a country. However, the use of this instrument, \(\text{LOGFRANKROM}\), does not change the results, as shown in column (6) of Table 1a. Alcala and Ciccone (2004) make the point that instead of taking the ratio of nominal values of export plus import to the nominal GDP as the measure of openness, it is necessary to take the ratio of the corresponding \textit{real} values. Responding to the criticism, Rodrik et al. (2004) compute a real counterpart of \(\text{OPEN}\) naming the logarithm of it as \(\text{LNOPEN}\), and also a nominal counterpart of the Frankel and Romer instrument, naming it \(\text{LOGFRANKROMR}\). However, the use of these openness variables and instruments defined in real terms does not change the results.

\[^{32}\text{See Islam (2004) for a fuller discussion of this issue.}\]
The main weakness of the ratio of export plus imports to GDP, either in nominal or real terms, as a measure of openness of an economy is that this ratio (the OPEN variable) depends to a considerable degree on the size and location of a country rather than on its trade policies. Researchers have therefore looked for alternative measures of openness, and one of these measures is the black market premium of a country’s currency, BMP. It is generally thought that the greater the tariff and non-tariff barriers, the higher the BMP, which is therefore a negative measure of ‘openness.’ BMP can have a tighter relationship with the trade policies of a country, because it does not depend as much on a country’s size and location as the variable OPEN does.

Results with BMP included in the productivity model are presented in column (7) of Table 1a. As with preceding variables, BMP value pertaining to 1985 is used as the explanatory variable. We see that BMP proves significant. It does so in both OLS and IV estimation. Thus, higher levels of black market premium of a country’s currency appear to have a negative influence on a country’s productivity.

Another important consequence of introduction of BMP in the productivity model is the loss of significance of the physical capital variable, K. Such erosion was also evident when OPEN was included in the model. However, we could ignore that because OPEN itself did not prove significant. However, with BMP itself proving significant, the consequence cannot be ignored. We therefore re-estimate the model leaving out the physical capital variable K, and present the results in column (8) of Table 1a. The productivity model now is:

\[ A = f (H, GVXDXE, BMP, \ldots). \]

We next proceed to examine the role of institutions taking (14) as the maintained model.

5.2 Productivity and institutions

Different types of institution variables

Among various types of productivity determinants, ‘institutions’ are the most difficult to define and quantify. This is also a major reason why mainstream growth economists of earlier periods usually refrained from incorporating institutions in their analysis. In recent years, there has been some progress in measuring ‘institutional quality’ (IQ), owing mainly to the process of globalization. The horizon of investors is now global, and hence they need to gauge the risk involved in investing in far-flung countries. International Country Risk Guide (ICRG) emerged
in response to this need. Many other organizations have followed suit, and as a result there is now available a plethora of indexes reflecting various aspects of institutional quality in countries across the world. Being quantitative, these indexes are amenable to econometric analysis, and hence the present enthusiasm of growth economists for including ‘institutions’ in their analysis.

From one point of view, the available institutional quality measures may be classified into two types, namely ‘particular’ and ‘overall.’ The ‘particular’ measures are those, which strive to gauge particular aspects of ‘institutions.’ The ‘overall’ measures, on the other hand, strive to reflect the overall quality of institutions of a country. There are difficulties with both. The use of ‘particular’ measures requires their availability for a broad range of institutional components, at least of the major ones among them. The use of ‘overall’ measure, on the other hand, requires the measure to be comprehensive, a requirement that is not easy to fulfill.

From another point of view, available institutional quality measures may be classified into two types, namely ‘objective’ and ‘subjective.’ There are again difficulties with both these types. The ‘objective’ measures have the advantage of being free from personal judgments. However, they may be misleading too.33 On the other hand, ‘subjective’ measures of IQ, while well intentioned, are vulnerable to personal bias.

**Institution variables from Barro and Lee**

In his pioneering analysis, Barro (1991) includes a variety of variables reflecting institutional quality. Among these are: (i) the number of political assassinations per year; (ii) the number of revolutions per year; (iii) the number of coups per year; (iv) the fact of whether or not a country was at war; (v) the fraction of years a country was at war; (vi) an index of political rights; and (vii) an index of civil liberties.34 Going by the classification above, these are all ‘partial measures’ of IQ and belong to both ‘objective’ and ‘subjective’ types. We may also note that while the first five of the above variables measure ‘political stability,’ the last two measure ‘democratic rights.’ Needless to say, ‘political stability’ need not coincide with ‘democratic rights.’ A country may be politically stable, yet not be democratic, as conventionally judged. On

33 Mauro (1995) pointed this out earlier citing the example of post-war Italy. Going by the number of government changes, an objective measure of Institutional Quality, Italy would appear politically very unstable. However, it is well recognized that government changes of post-war Italy did not signify the type of political instability that would materially influence the productivity performance of the economy. There are other examples of such pitfalls of objective measures of Institutional Quality.

34 Barro-Lee took the political instability data from Banks (1979), and their data on political and civil rights come from GASTIL. The data on these variables are quinquennial, so that it is possible to use lagged values as instruments.
the other hand, a country may have a considerable degree of democratic rights, but not be politically stable. In view of the above, we combine the numbers of assassinations, coups, and revolutions into one composite index of ‘political instability,’ abbreviated as $PINSTAB$.\footnote{Barro himself constructed a composite ‘political instability’ variable, $PINSTAB$, consisting of ‘numbers of revolutions’ and ‘number of political assassinations.’ However, for some reason, he left out the ‘number of coups’ from his composite.}

Similarly, we combine the indices of ‘political rights’ and ‘civil liberties’ into a composite index of ‘democratic rights,’ abbreviated as $DEM$.

Column (1) of Table 1b shows results when the political instability variable, $PINSTAB$, is included in the productivity model. As we can see, the variable does not prove significant. These results are from OLS regression with the pre-determined 1985 value of $PINSTAB$ as the regressor. However the results remain basically the same when the model is estimated with further lagged values as instruments. Column (2) of Table 1b shows the results upon inclusion of the democracy variable $DEM$ in the same manner as $PINSTAB$. As we can see, the $DEM$ variable proves significant, both upon OLS and IV estimation. When both $PINSTAB$ and $DEM$ variables are included in the model, it is only the $DEM$ variable that proves significant, as can be seen from results presented in column (3) of Table 1b. These results indicate that so far as productivity is concerned, prevalence of democratic rights, as measured by the $DEM$ variable, has more potency than political stability, as measured by $PINSTAB$\footnote{It may appear puzzling why the political instability variable $PINSTAB$ does not prove significant, while $DEM$ does. \textit{A-priori} reasoning would suggest the opposite. Investors, both domestic and foreign, should care more for political stability and less for democratic rights. Actual experience also seems to point in that direction. Such high performer countries as South Korea, Singapore, Taiwan, China, all had authoritarian but stable regimes. The same may be said of Chile and few other Latin American countries. This would suggest that stability matters more than democratic rights. Solution of this puzzle will probably require a more in-depth look at the data structure itself, something that we may leave for the third round of regressions. A part of this puzzle may owe to the pitfalls that such ‘objective’ measures as ‘number of changes in government,’ suffer from, as mentioned earlier.}. We therefore extend the productivity model to include $DEM$ as follows:

\begin{equation}
A = f(H, GVXDXE, BMP, DEM, \ldots)
\end{equation}

\textit{Recent measures of institutional quality:}

As mentioned earlier, a recent spate of papers, including Hall and Jones (1999), Acemoglu et al. (2001), and Rodrik et al. (2004), emphasize the role of institutions in the economic performance of a country. These studies focus on single measures of institutional quality, which
therefore should be ‘overall’ measures of IQ, though it is not always clear whether that is indeed the case. For example, it is not apparent that the variable $RISK$, used by AJR and defined as the ‘risk of appropriation faced by foreign investors,’ can be an overall measure of institutional quality in a country, because conditions faced by foreign investors may differ from those faced by domestic investors. The variable $RULE$, used by RST and standing for ‘rule of law,’ probably fares better in this respect, though there are weaknesses in this variable too.

As is the case with other institutional variables, these recent measures of institutional quality are also endogenous with respect to economic performance and productivity. Instruments are therefore necessary to identify their coefficients. Indeed, a main goal of Acemoglu et al. (2001) is to argue that ‘log of early European settler mortality rate,’ denoted by, $LOGEM$, can be an instrument for the variable, $RISK$. Rodrik et al. (2004) also uses $LOGEM$ as an instrument for their IQ variable, $RULE$. However, in addition they use ‘distance from equator’ ($DIST$) as an instrument.

The problem in using the institution variables $RISK$ and $RULE$ as they have been constructed in Acemoglu et al. (2001) and Rodrik et al. (2004), respectively, in our analysis is that they pertain to a later time period than that of our dependent, productivity variable, which belongs to 1988. Thus for example, the variable $RISK$ pertains to the period of 1985 to 1995. Similarly, the variable $RULE$ refers to 2001 and reflects the conditions of 1990s. These variables are therefore not appropriate for our regressions. Nevertheless, columns (5) and (6) of Table 1b show what happens when these variables are included in the model under the OLS. Results in column (5) show that $RISK$ does not prove significant. Estimation of the model using $LOGEM$ as instrument does not prove successful. One aspect of estimation using $RISK$ variable is the drastic reduction of the sample size, because Acemoglu et al.’s (2001) analysis was limited to a sample of ex-colonies. Results in column (6) show the $RULE$ variable to be significant at ten percent level and to affect the significance level of some other variables of the model. It seems that the $RULE$ variable works off the same source of variation as represented by the democracy variable, $DEM$. However, in view of the problems mentioned earlier, we cannot validate the results presented in column (6). Estimation of the model using either $LOGEM$ or $DIST$ as instruments does not prove

---

37 The Hall and Jones variable, Social Infrastructure, $S$, is actually an average of nine different variables that cover both Institutions as well as Economic Factors (such as ‘degree of openness’). Hence $S$ is not strictly a measure of institutional quality alone.
successful. We therefore take (15) as the maintained model and proceed to examine the role of the Social Base.

5.3 Productivity and the Social Base

As is the case with institutions, the Social Base of an economy is also difficult to define and quantify. Fortunately, in recent years some variables have surfaced that capture certain aspects of the Social Base. In the following we make use of these variables and also construct a few new ones.

*Ethnolinguistic fractionalization:*

One aspect of a country’s Social Base that has received considerable attention in the recent empirical growth research is ‘fractionalization’ (or ‘heterogeneity’) of the population in terms of ethnicity, language, and religion. In particular, a variable indicating the ‘ethno-linguistic fractionalization,’ abbreviated as \( ETHFRAC \), has been widely used as an explanatory factor of the economic performance of a country.\(^3\) \( ETHFRAC \) is an appealing variable, because it is by and large objective, relatively unambiguously defined, and continuous, all of which make it very suitable for quantitative analysis.

Column (1) of Table 1c shows the results from inclusion of the \( ETHFRAC \) variable in the productivity model. We have earlier noted that Social Base of a country can be treated as exogenous to productivity, given particularly the relatively short and recent period that is under consideration. This obviates the necessity of finding instruments for identification of the coefficients of the Social Base variables. The results show the \( ETHFRAC \) coefficient to be highly significant and negative.\(^4\) The reported results are from OLS estimation. The results however remain basically the same when other variables of the model, namely \( H, GVXDXE, BMP, \) and \( DEM \), are instrumented using their further lagged values.

*Religious composition:*

The role of religious composition in productivity can be conceptualized in several ways. The first is to treat it in the same way as ethnic composition. The idea here is that more divided a country’s population is along religious lines, the worse it is for the nation’s productivity. In order

\(^3\) The background information for construction of this variable was gathered by erstwhile Soviet social scientists in *Atlas Narodov* (the Atlas of Nationalities).
to check out this idea, we may measure religious fractionalization in a similar manner as ethnic fractionalization. Thus, we may take the probability of any two randomly picked persons to belong to different religions as a measure of religious fractionalization of the society. We construct such a variable and name it $\textit{RELFRAC}$.\textsuperscript{40} This variable is similar to the one that Alesina et al. (2003) have proposed in their recent paper. Column (2) of Table 1c shows the results from inclusion of $\textit{RELFRAC}$ in the productivity model, which already includes $\textit{ETHFRAC}$. We see that the $\textit{RELFRAC}$ coefficient too proves highly significant and negative in sign.

These results suggest that fractionalization have a \textit{direct} effect on productivity, as represented by link (6). In other words, not all the effect of fractionalization on productivity is mediated through institutions and economic factors. The results also suggest that fractionalization along ethnic lines do not exactly coincide with fractionalization along religious lines, and both have independent direct negative effect on productivity. Given these results, the productivity model can be extended to

\begin{equation}
A = f(H, GVXDXE, BMP, DEM, \textit{ETHFRAC}, \textit{RELFRAC}, \ldots).
\end{equation}

The role of religious composition of a society can however be viewed from another angle too. It may be argued that some religious faiths and practices are more conducive to (capitalist) economic performance than others. For example, Max Weber (1930) argues that the protestant religion was conducive to the development of capitalism because of the frugality and hard work that it encouraged. To examine this type of hypothesis we construct dummies representing ‘dominant religion,’ defined as the religion to which the largest percentage of the population belongs. Accordingly, we construct $\textit{CATHOLIC}, \textit{PROTESTANT}, \textit{MUSLIM},$ and $\textit{OTHER}$
dummies to represent the preponderance of the respective religious categories. Max Weber’s argument would suggest that the PROTESTANT dummy should have a positive sign. No such clear hypothesis is however available for other religions.

Column (3) of Table 1c shows the results from inclusion of the religion dummies in the maintained productivity model. We see that most of the religion dummies do not prove significant. Surprisingly, the Protestant dummy assumes a negative coefficient and proves to be significant. We therefore let this dummy enter the productivity model. However, the results suggest that by and large religious composition influences productivity as a contributing factor to the heterogeneity of the population, and not through preponderance of people of particular religions.

*Origin of the legal system:*

Another important aspect of a country’s Social Base is her legal system. In one sense, the ‘legal system’ should rather be viewed as an ‘Institutions’ variable. However, the legal system in most countries has not changed radically in the recent period. Second, even if there were changes, these occurred within the general framework determined by the legal system’s origin. A classification in terms of legal system therefore coincides largely with the classification in terms of legal origin. However, ‘origin of the legal system’ is exogenous with respect to the recent economic performance of a country, and it may therefore be considered as an aspect of the Social Base of a country.

Available data makes it possible to distinguish five types of legal system, namely the British, the French, the German, the Scandinavian, and the Socialist.\(^{41}\) However, samples considered in this study do not have countries with strictly speaking ‘socialist’ legal system. Also, the German and the Scandinavian legal systems are thought to be jurisprudentially similar to the French legal system. This makes it possible to reduce the legal systems to two main types, namely the British and the French, and represent them by the dummies LEGOR_UK and LEGOR_FR, respectively. The rest three legal systems are combined under LEGOR_OTHER (to be taken as the base case).\(^{42}\)

---

\(^{41}\) For example data provided in La Porta et al. (2001).

\(^{42}\) This classification of the legal systems agrees with that adopted in other recent studies as Acemoglu et al. (2001) and Rodrik et al. (2004).
With respect to anticipated signs, the literature tends to suggest that the British system, characterized by the Common Law, is more protective of private ownership and hence more conducive to productivity raising efforts by private entrepreneurs. By contrast, the French system, characterized by the Civil Law, is thought to vest more power in the central authority and hence to weaken the sanctity of private property against (predatory) intervention by the authority/government and thereby to discourage productivity-raising efforts by private entrepreneurs. This suggests that the sign of \textit{LEGOR\_UK} dummy should be positive, while that of \textit{LEGOR\_FR} should be negative (or at least less in magnitude than \textit{LEGOR\_UK}, if both prove positive).

Column (4) of Table 1c shows the results from inclusion of the legal origin variables in the productivity model. We see that the variables do not prove significant either individually or jointly. The $\chi^2$-statistic for the joint test of significance of the legal origin dummies has a $p$-value of 0.6285.

\textit{Colonial heritage:}

Another aspect of the Social Base of a country is her ‘colonial heritage.’ In cross-country growth regressions, colonial past has appeared in two different ways. The first is in the form of a direct explanatory variable. For example, Sala-i-Martin (1997) includes “Colonize” variable in his growth regressions and finds “Spanish Colony” to be significant (with a negative coefficient). However, as we have seen, other researchers have taken a more subtle approach in this regard. They have used (aspects) of colonial past as an instrument for identification of the role of institutions (as in Acemoglu et al. (2001) and Rodrik et al. (2004)) or of social infrastructure (as in Hall and Jones (1999)). We have already explored this second way of incorporating colonial past’s role in our investigation of the influence of institutions above. Here, we want to explore whether any direct role can be attributed to the colonial past of a country.

In dealing with the ‘colonial heritage’ variable, it is first necessary to separate the countries that were never colonized in the modern period. The dummy \textit{COL\_NEVER} serves this purpose. With regard to the rest, we note that the three major colonizer nations of the modern period are the British, the French, and the Spanish. The dummies, \textit{COL\_UK}, \textit{COL\_FR}, and \textit{COL\_SP} are constructed to distinguish countries that were colonized by these nations, respectively. The
dummy COL_OTH stands for countries that were colonies of other countries such as the Netherlands, Portugal, Germany, etc.

It is known that the actual experience of colonies differed widely. At one extreme are the USA, Canada, Australia, and New Zealand, which by and large are extensions of the European nations themselves in terms of their current population, and hence did not suffer that much from the predatory aspect of the colonial rule.\textsuperscript{44} A special dummy variable, NEO\_EURO, is used to distinguish this set of countries. The experience of the colonies differed widely even for the same colonizer. For example, among the British colonies, while the above-mentioned Neo-Europe represents one extreme, at the other extreme are such countries as India and Jamaica that suffered from harsh British colonial rule for centuries.\textsuperscript{45} Similarly, among Spanish colonies, there are, on the one hand, countries such as Argentina and Costa Rica, where European settlers became preponderant. On the other hand are countries such as Peru and Bolivia, where the indigenous people still constitute the majority of the population. In view of this wide diversity, it is difficult to make generalizations regarding differential impact of the colonizer.

Some authors have nevertheless offered some hypotheses. For example, many researchers have contended that Britain has done better in fostering productive institutions in her colonies. Also, it is argued that the spread of the English language helps ex-British colonies to fare better currently in the global marketplace. These arguments would suggest the coefficient of COL\_UK variable to be relatively positive. On the other hand, many have claimed that the Spanish colonial rule was in general more rapacious, suggesting thereby a more unsavory coefficient for the COL\_SP dummy. The position of the French colonizer dummy, COL\_FR, may lie somewhere in between.

Column (5) of Table 1c shows the results from inclusion of the colonizer dummies in the productivity model. We see that the dummies prove insignificant, both individually and jointly. The results shown in column (5) are from OLS estimation. However, they remain basically the same when the model is estimated using lagged values as instruments. The $p$-value of the $\chi^2$-

\textsuperscript{43} In the long sweep of history, however, almost all countries were 'colonies' of some other country or nation at one time or the other. However it is colonization in the recent period that matters for post-war economic performance.

\textsuperscript{44} Viewed in another way, it may be said that these countries suffered the most from colonization, because the indigenous populations of these countries were almost totally supplanted by the European settlers.

\textsuperscript{45} It may be noted in this context that while Australia and New Zealand were entirely British colonies, the USA and Canada have a more checkered history of colonial rule, involving Britain, France, and Spain in case of the USA and
test for the joint significance of the colonizer-dummies prove to be 0.9137. The insignificance of the colonizer dummies may not be surprising in view of our earlier observations about wide variation of experience of colonies even of the same colonizer. The productivity model therefore remains as in (16). We now turn to examining the role of Physical Base in productivity taking (16) as the maintained model.

5.4 Productivity and the Physical Base

Physical characteristics of a country are more easily quantifiable than its social characteristics. However, it is not clear which physical characteristics of a country should be thought to be relevant for its productivity performance. Numerous Physical Base variables have been suggested in the literature as potential determinants of growth and productivity. These include: (i) LATITUDE, which is a measure of the physical distance of a country from the Equator; (ii) TROPICS, which refers to the percentage of the area of a country lying within the tropics; (iii) LANDLOCKED, which refers to whether or not a country has access to open sea; (iv) Mean temperature (abbreviated as MEANTEMP), which refers to the mean temperature in the country; (v) Frost days (abbreviated as FRSTDAYS), which refers to the average number of frosty days in a year; etc.

It is clear that many of these variables are closely related with each other. For example, LATITUDE and TROPICS are both measures of the horizontal location of a country. MEANTEMP and FRSTDAYS reflect the combined effect of both the horizontal (from equator) and the vertical (from the sea level) distance. These should therefore be closely correlated. To the extent that the horizontal distance dominates the outcome measured by MEANTEMP and FRSTDAYS, these variables may also be correlated with LATITUDE and TROPICS. The correlation matrix presented in Table 2 shows that the correlation values among various Physical Base variables are indeed high, with most of them being around 0.9 and none being less than 0.7.46

Britain and France in case of Canada. Ultimately, however, both the USA and Canada came under the sole rule of Britain.

46 It is only the LANDLOCKED variable that is not expected and is in fact not correlated with the rest of the Physical Base variables mentioned above.
Earlier, we noted the debate regarding the role of Physical Base variables, with Acemoglu et al. (2001), Rodrik et al. (2004), and Hall and Jones (1999) to some extent, on the one side, arguing that these impact a country’s economic performance through their influence on institutions, while Sachs (2003) and his co-authors, on the other side, arguing that Physical Base variables retain some direct effect. We have confronted this issue to some extent during our examination of the role of institutions. Here we look at the issue by including Physical Base variables directly in the productivity model.

Table 1d presents the relevant results. In view of the high correlation among themselves, the Physical Base variables are included only one at a time. Columns (1), (2), (3), and (4), show the results from inclusion of LATITUDE, TROPICS, MEANTEMP, and FRSTDAYS, respectively, in the regression. We see that none of these variables prove significant. Also, they do not render any of the variables of the maintained model insignificant.

This pattern of results, however, does not hold when the ACCESS variable is included in the model. As we can see from column (5) of Table 1d, the coefficient of the ACCESS variable proves significant, though it does not make any of the variables of the maintained model insignificant (using the ten percent level as the cutoff). The productivity model can therefore be extended to

\[ A = f(H, GVXDXE, BMP, DEM, ETHFRAC, RELFRAC, ACCESS, \ldots) \]
6. Further consideration of the empirical results

Resume of empirical results

As we can see from (17), the empirical productivity model emerging from the analysis of this paper offers space for elements of all the four types of productivity determinants. It supports the view that Physical Base variables influence aggregate productivity primarily through their influence on other ‘intermediate’ variables. However, whether or not a country is landlocked seems to have some remaining direct effect. Similarly, Social Base variables (such as ethno-linguistic and religious fractionalization) seem to retain significant direct effect on productivity. Also, from among Institutions variables, prevalence of democratic rights displays some direct influence on productivity. Of the Economic Determinants, distortions and lack of openness of the economy, as measured by the black market premium for a country’s currency, is found to affect productivity negatively. In addition, government consumption expenditure, as measured by this expenditure as a ratio to GDP, appears to have a very robust negative association with productivity. So far as externalities from input accumulation are concerned, the results suggest that such externalities are true more of human capital accumulation rather than of physical capital accumulation.

Channels of Influence

The results of the paper therefore do not point to a mono-causal productivity model. Not all Economic Determinants could be explained away by Institutions, and not all influence of Institutions could be explained away by either Social Base or Physical Base variables. It may not be too difficult to offer arguments as to why, among the Physical Base variables, access (to open sea) can have a direct influence on productivity. Sachs (2003) and his co-authors have expounded these arguments, and we may not repeat them here. Relatively more difficult is the task of explaining the direct influence on productivity of such Social Base variables as ethnic and religious fractionalization.

Previous researchers also had to confront this issue. For example, in analyzing Africa’s growth performance, Easterly and Levine (1997) observe a direct effect of ethnic fractionalization. They offer the conclusion that “ethnic diversity may have a direct link with economic growth that is independent of the policy and infrastructure indicators used in regression.” (p. 1227) The authors think that this remaining, direct effect may actually be the
result of omission of other policy variables that should have been included in the regression. Alesina et al. (2003) also find direct effect of fractionalization on economic performance. However, these authors try harder to get rid of this direct effect. They run some additional regressions for this purpose and report that “the partial association between growth and fractionalization vanishes once we control for the intermediate variables.” (p. 116) However, this claim by the authors may be less robust than it appears. The particular specification in which the ethnic fractionalization variable loses significance in Alesina et al.’s regressions includes such dummy variables as “Sub-Saharan Africa” and “Latin Am and Caribbean.” Inclusion of these dummies is not innocuous. Easterly and Levine’s study itself shows that the negative impact of ethnic fractionalization is most pronounced in Sub-Saharan countries. Hence it is quite possible that these dummies are to a certain extent proxying for fractionalization.

Perhaps it is not impossible to search (or fish?) for variables, which upon inclusion in the model, will ultimately render the fractionalization variables insignificant, and then offer some ex-post theorization about the link between these variables and fractionalization. However, a more satisfactory approach may be to proceed from some a-priori reasoning and then test out the hypotheses. Future research may focus on this issue, and collaboration between economists and political scientists can be quite fruitful in this regard.

**Limitations of the results**

Our analysis above confirms Solow’s apprehension that problems of modeling productivity, \( A(t) \), are entirely of a different order than problems of modeling the core part, \( F[K(t), L(t)] \), of the production function.\(^{47}\) The latter term has many specification problems, but it does not suffer from variable problems, by which we refer to the indeterminacy regarding which variables to include as argument of the function.\(^{48}\) Both capital and labor are well-defined arguments (variables) of \( F[.]. \) By contrast, agreeing that Economic Factors, Institutions, Social Base, and Physical Base determine \( A(.) \) does not automatically lead to well defined and well accepted

---

\(^{47}\) Here we are using the Hicksian specification, shown in equation (3), according to which the production function can be split into two multiplicative terms, namely \( A(t) \) and \( F[K(t), L(t)] \).

\(^{48}\) In a broader sense, ‘specification problems’ also include what we are terming as ‘variables problem.’ However, we are using here the expression in a narrower sense to refer to problems of specifying the functional form in which a variable should enter the equation once it is known (or agreed) that the variable should enter in some form. We use the expression, ‘modeling problem’ in order to refer to the combined set of ‘variable problems’ and ‘specification problems.’ In addition, ‘modeling problems’ include ‘measurement problems’ that may be true with respect to both \( A(t) \) and \( F[K(t), L(t)] \).
variables as arguments of this function. We saw that numerous variables can be candidates for each type of productivity-determinant, and none of them are without controversy. Thus, modeling of $A(t)$ faces serious ‘variable problems’ even before reaching the realm of ‘specification problem.’

In our analysis above, we tried to be as inclusive as possible with regard to variables to be considered as productivity determinants. However, it was not possible to be exhaustive, as acknowledged repeatedly, and many weaknesses remain even with the variables that were included in the study. The empirical productivity model that has emerged from the analysis is therefore contingent on the choice of variables made, and expansion or alteration of the variable set in light of changed availability of data may lead to its modifications.

7. Conclusions

This paper is an attempt to develop an empirical model of productivity. In view of the recent research finding that productivity difference is the most important source of per capita income difference across countries, there are now persistent calls for developing a theory of total factor productivity. In trying to develop a TFP theory, different authors have emphasized different links. Further advance in TFP theory building therefore requires some understanding about which of these links are empirically more important. At the current stage, therefore, advance in empirical research on TFP may have to precede advance in development of a TFP theory. The empirical productivity model developed in this paper may therefore help in further development of TFP theory.49

The main drawback of empirical studies on TFP determinants so far is their rather limited focus. In most cases these studies have focused on one or few particular determinant(s) of productivity. The distinguishing feature of this study is its comprehensive approach. The paper considers all different types of productivity determinants under a unified framework. Such a comprehensive framework is helpful in exploring the interaction among different types of productivity determinants and their channels of influence.

49 For example, the finding that human capital retains significance in the productivity model while physical capital does not, may be an important finding for construction of a TFP theory. Furthermore, the findings of the paper may have implications for growth theory in general. For example, the fact that human capital proves significant while physical capital does not might be interpreted as supportive of the models of new growth theory that emphasize externality arising out of human capital accumulation.
In recent years, there have been efforts to find mono-causal explanation of economic performance.\textsuperscript{50} However, such mono-causal theories of productivity, even if they were valid, are less useful than it appears. The productivity model presented in this paper is not mono-causal. It includes elements of all four different types of productivity determinants. This allows the possibility of having more policy levers. Policies required to influence the economic determinants of productivity are quite straightforward. For example, the model indicates that productivity can be improved by having more human capital. Accumulation of human capital is a very tangible goal. Similarly, reduction of government consumption expenditure and undertaking measures that can reduce the black market premium are also quite concrete tasks, and economic policies to accomplish these tangible goals and tasks should not be too difficult to formulate.

However, the presence of the institution variable “Democracy” in the model implies that productivity improvement requires more than mere economic policies. It requires reforms in the political sphere too. The precise way in which democracy exerts its influence on productivity needs to be further investigated. Perhaps prevalence of democratic rights (in the form of free press, for example) ensures more scrutiny of the private and in particular public sector investment projects and thus help capital to be more productive. However, this remains an area requiring further research. However, policies that would improve democracy are not that difficult to see.

The scope for policy action with regard to the Social Base is relatively limited. Short of ethnic cleansing and religious pogroms, a country cannot change the ethnic or religious fractionalization of its population. However, it is not fractionalization per se that depresses productivity. It is certain repercussions of fractionalization that causes productivity to suffer. Future research may help uncover these repercussions more fully than it has been possible so far. The findings from that research will help formulate policy recommendations aimed at containing these harmful repercussions even though underlying ethnic and religious make-up of population cannot be changed.

The scope of policy recommendations with respect to Physical Base of a country is also limited. Short of war and conquests, a country cannot change its physical location and other physical parameters by that much. However, it may be noted that the Physical Base variable that

\textsuperscript{50} Also instead of income growth rate, many researchers have taken the current per capita income level as the dependent variable. For a critique of using per capital income as dependent variable, see Wacziarg (200?):
proved significant in the model is “access to open seas.” In practical terms, this basically refers to access to open sea port. From this point of view, it is possible to distinguish between “nominal access” and “effective access” to sea. Assuming that the “access” variable in the sample was largely representing “effective access” to sea, we can realize that there are many things that a country can do in order to improve its effective access to sea port even if it is landlocked. Establishing good relationship, instead of engaging in war, with neighboring countries that have access to sea can be a starter. Beyond that, the landlocked country can always enter into mutually beneficial arrangements with neighboring sea boarding countries in order to improve its effective access to sea. It is also important to note that effective access to sea of even a non-landlocked country may be limited if its ports are very undeveloped and/or dysfunctional (due to various reasons, such as mismanagement, corruption, frequent labor unrest, etc.) So there is some scope for policy action even with respect to the Physical Base variable that survived in the productivity model presented in this paper.

The empirical productivity model developed in this paper may be thought as exploratory. This is particularly because of the pervasive ‘variable problem’ that characterizes the TFP function $A(.)$. The model is contingent on the set of variables that have been included in the study, and it shares the limitations of the variable set and the weaknesses of the individual variables included in the set. Expansion or alteration of the variable set in the light of changed availability of data may lead to a modified and more definitive model. Hence along with attention to modeling, efforts also need to be made toward more data gathering and better variable construction and measurement.
Data Appendix

The data used in this paper were obtained from a variety of sources. The following gives the details regarding the description of the variables and their sources.

*Productivity Index* (*LNA0HJ*) refers to the productivity level of a country in 1988 relative to that of the US. and is obtained from Hall and Jones (1996).

*Human Capital* (*TYR15*) refers to the average number of years of schooling in the population fifteen years of age and older in a country and is obtained from Barro and Lee (1994).

*Physical Capital* (*KPCN*) represents per capita physical capital stock computed using the perpetual inventory method using the investment figures provided in the Penn World Tables Version 6.1 (Heston, Summers, and Aten 2002).

*Government Consumption* (*GVXDXE*) represents government consumption expenditure excluding expenditure on defense and education as a ratio of GDP and is obtained from Barro and Lee (1994).

*Public Investment, nominal* (*INVPUB*) represents the ratio of nominal public domestic investment (fixed capital formation) to nominal GDP and is obtained from Barro and Lee (1994).

*Public Investment, real* (*GGCFD*) represents the ratio of real public domestic investment to real GDP and is obtained from Barro and Lee (1994).

*Openness of an Economy, nominal* (*OPEN*) is measured by the ratio of nominal value of exports and imports to nominal GDP and is obtained from Barro and Lee (1994).

*Openness of an Economy, real* (*OPENC*) is measured by the ratio of real value of exports and imports to real GDP and is obtained from Rodrik, Subraminiam, and Trebbi (2004).

*Openness Measure from Frankel and Romer, nominal* (*LOGFRANKROM*) refers to Frankel and Romer’s (1999) measure of openness that is attributable to physical factors and using nominal values of exports, imports, and GDP. It is obtained from Rodrik, Subraminiam, and Trebbi (2004).

*Openness Measure from Frankel and Romer, real* (*LOGFRANKROMR*) refers to Frankel and Romer’s (1999) measure of openness that is attributable to physical factors and using nominal values of exports, imports, and GDP. It is obtained from Rodrik, Subraminiam, and Trebbi (2004).
Black Market Premium (BMP) measures the premium that the currency earns in the unofficial, black market. It is obtained from Barro and Lee (1994).

Political Stability (PINSTAB) refers to the political stability of a country and is computed as the average of (i) number of political assassinations per year, (ii) number of revolutions per year, (iii) number of coups per year. The data are obtained from Barro and Lee (1994).

Democracy (DEM) refers to the prevalence of democratic and civil rights in a country and is measured as the average of the ‘index of political rights’ and the ‘index of civil liberties’ available in Barro and Lee (1994).

Risk of Appropriation (RISK) refers to the average for 1985 to 1995 of the “risk of appropriation of foreign investment by government,” as computed and used in Acemoglu, Johnson, and Robinson (2001). The index runs from 0 to 10, with higher score implying less risk.

Rule of Law (RULE) index refers to 2001 and “approximates for 1990’s institutions” quality. It is obtained from Rodrik, Subramaniam, and Trebbi (2004).

European Settler Mortality Rate (LOGEM) refers to the log of early European settler mortality rate in the colonies as presented in Acemoglu, Johnson, and Robinson (2001).

Distance (DIST) refers to the distance of the capital of a country from the equator and is obtained from Rodrik, Subramaniam, and Trebbi (2004).

Ethnic Fractionalization (ETHFRAC) measures the extent of division of the population of a country along ethnic lines, and is measured by the probability of two randomly picked person to belong to the same ethnic group. It is obtained from La Porta et al. (1999).

Religious Fractionalization (RELFRAC) measure the extent of division of the population of a country along religious lines, and is measured by the probability of two randomly picked person to belong to the same religion. It is computed based on the religious affiliation data provided in La Porta et al. (1999)

Religion Dummies (CATH_DUM, PROT_DUM, and MUS_DUM) refers to the dominant religious group as determined by the religion to which the largest proportion of population of a country belongs. The basic data are from La Porta et al. (1999).

Origin of the Legal System dummies (LEGOR_UK and LEGOR_FR) refer to the origin of the legal system of a country. For example, LEGOR_UK has a value equal to 1 if the legal system of the country is British in origin and 0 otherwise. LEGOR_FR is the analogous dummy for
countries whose legal system is either French, or German, or Scandinavian in origin. The underlying data are from La Porta et al. (1999).

Colonial Heritage dummies (COL_UK, COL_FR, and COL_SP) refer to whether a country was a British, French, or Spanish colony. COL_OTHER is the dummy that distinguishes those countries which were not colonies. The underlying data are from La Porta et al. (1999).

Neo-Europe dummy (NEO_EURO) distinguishes the “neo-European” countries, namely Australia, Canada, New Zealand, and the United States of America.

Latitude (LATITUDE) refers to the distance of a country from the equator and is measured by the absolute value of the latitude that passes through the capital of a country. The data are from La Porta et al. (1999).

Tropics (TROPICS) refer to percentage of area of a country lying within the tropics. The data is from Rodrik, Subramaniam, and Trebbi (2004).

Mean Temperature (MEANTEMP) refers to the mean temperature in a country. The data are from Rodrik, Subramaniam, and Trebbi (2004).

Frosty days (FRSTDAYS) refers to the average number of frosty days in a year. The data are from Rodrik, Subramaniam, and Trebbi (2004).

Land locked dummy (LANDLOCKED) assumes a value equal to 1 is a country does not have access to open seas and zero otherwise. The data are from Rodrik, Subramaniam, and Trebbi (2004).
### Table 1a

**Determinants of productivity: Economic Factors**

(Dependent Variable: Total Factor Productivity Index)

<table>
<thead>
<tr>
<th>Estimator</th>
<th>(1)</th>
<th>(2)</th>
<th>(3)</th>
<th>(4)</th>
<th>(5)</th>
<th>(6)</th>
<th>(7)</th>
<th>(8)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Sample size</strong></td>
<td>105</td>
<td>86</td>
<td>82</td>
<td>79</td>
<td>78</td>
<td>80</td>
<td>79</td>
<td>95</td>
</tr>
<tr>
<td><strong>$F^2$</strong></td>
<td>.3982</td>
<td>.4781</td>
<td>.5928</td>
<td>.5970</td>
<td>.6034</td>
<td>.5812</td>
<td>.5485</td>
<td>.5582</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th><strong>Human Capital (H)</strong></th>
<th>Tyr1585</th>
<th>.1358 (.0151)</th>
<th>.0962 (.0244)</th>
<th>.0693 (.0243)</th>
<th>.0709 (.0249)</th>
<th>.0611 (.0241)</th>
<th>.0728 (.0251)</th>
<th>.0541 (.0299)</th>
<th>.0876 (.0184)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Physical Capital (K)</strong></td>
<td>Kapc85n</td>
<td>.0090 (.0033)</td>
<td>.0056 (.0030)</td>
<td>.0067 (.0067)</td>
<td>.0083 (.0031)</td>
<td>.0038 (.0044)</td>
<td>.0048 (.0032)</td>
<td>.0048 (.0032)</td>
<td>.0048 (.0032)</td>
</tr>
<tr>
<td><strong>Govt Cons Expenditure (Gvxdxe55)</strong></td>
<td>- .0336 (.0108)</td>
<td>- .0319 (.0109)</td>
<td>- .0316 (.0106)</td>
<td>- .0325 (.0118)</td>
<td>- .0328 (.0103)</td>
<td>- .0327 (.0089)</td>
<td>.0115 (.0099)</td>
<td>.0148 (.248)</td>
<td></td>
</tr>
<tr>
<td><strong>Govt Invstmt Expenditure (Invpub5)</strong></td>
<td></td>
<td>.0169 (.0108)</td>
<td>.1747 (.2843)</td>
<td>-.1922 (.0712)</td>
<td>-.0408 (.0166)</td>
<td>.0148 (.248)</td>
<td>.0169 (.0108)</td>
<td>.1747 (.2843)</td>
<td>-.1922 (.0712)</td>
</tr>
</tbody>
</table>

**Notes:**

The dependent variable is the total factor productivity (TFP) index for 1988 presented in Hall and Jones (1996). The explanatory variables generally pertain to 1985, allowing OLS estimation under usual assumptions. However, the models were also estimated using further lagged values as instruments. Columns (1), (2), (3), (4), (5), (7), and (8) report OLS estimates for these models, because the IV estimates prove similar to OLS estimates, and because IV estimates differ slightly among themselves depending on the choice of instrument set, creating thus a problem of indeterminacy with regard to which particular estimates to present. The results in columns (6) are from IV estimation with Frankel and Romer (1999) openness instrument, in addition to lagged values of other explanatory variables (acting as instruments). More detailed description of the right hand variables is provided in the Appendix. Figures in parentheses are (heteroskedasticity consistent) standard errors and those in square brackets are $p$-values of respective $t$ variables.
Table 1b
Determinants of productivity: Institutions

(Dependent Variable: Total Factor Productivity Index)

<table>
<thead>
<tr>
<th></th>
<th>(1)</th>
<th>(2)</th>
<th>(3)</th>
<th>(4)</th>
<th>(5)</th>
<th>(6)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Estimator</strong></td>
<td>OLS/IV</td>
<td>OLS/IV</td>
<td>OLS/IV</td>
<td>OLS/IV</td>
<td>OLS/IV</td>
<td>OLS/IV</td>
</tr>
<tr>
<td><strong>Sample Size</strong></td>
<td>95</td>
<td>94</td>
<td>94</td>
<td>50</td>
<td>51</td>
<td>80</td>
</tr>
<tr>
<td><strong>F</strong></td>
<td>.00</td>
<td>.00</td>
<td>.00</td>
<td>.00</td>
<td>.00</td>
<td>.00</td>
</tr>
<tr>
<td><strong>R^2</strong></td>
<td>.5594</td>
<td>.5846</td>
<td>.5884</td>
<td>.5368</td>
<td>.5397</td>
<td>.5812</td>
</tr>
<tr>
<td><strong>Human Capital (H)</strong></td>
<td>.0898 (.0191)</td>
<td>.0499 (.0222)</td>
<td>.0519 (.0224)</td>
<td>.0599 (.0341)</td>
<td>.0784 (.0305)</td>
<td>.0257 (.0265)</td>
</tr>
<tr>
<td></td>
<td>[0.00]</td>
<td>[0.027]</td>
<td>[0.023]</td>
<td>[0.086]</td>
<td>[0.13]</td>
<td>[0.336]</td>
</tr>
<tr>
<td><strong>Govt Cons (Gvxdexe55)</strong></td>
<td>-.0324 (.0090)</td>
<td>-.0331 (.0084)</td>
<td>-.0327 (.0085)</td>
<td>-.0241 (.0140)</td>
<td>-.0253 (.0140)</td>
<td>-.0332 (.0086)</td>
</tr>
<tr>
<td></td>
<td>[0.00]</td>
<td>[0.00]</td>
<td>[0.000]</td>
<td>[0.094]</td>
<td>[0.076]</td>
<td>[0.000]</td>
</tr>
<tr>
<td><strong>Black Market Premium (Bmp5)</strong></td>
<td>-.0441 (.0176)</td>
<td>-.0362 (.0167)</td>
<td>-.0418 (.0176)</td>
<td>-.0417 (.0163)</td>
<td>-.0423 (.0155)</td>
<td>-.0388 (.0169)</td>
</tr>
<tr>
<td><strong>Political Stability (pinstab)</strong></td>
<td>.1172 (.2023)</td>
<td>.2062 (.1860)</td>
<td>.2062 (.271)</td>
<td>.2062 (.1860)</td>
<td>.2062 (.271)</td>
<td>.2062 (.1860)</td>
</tr>
<tr>
<td><strong>Democracy (dem5)</strong></td>
<td>.0746 (.0285)</td>
<td>.0781 (.0298)</td>
<td>.0781 (.0298)</td>
<td>.0557 (.0423)</td>
<td>.0557 (.0423)</td>
<td>.0511 (.0320)</td>
</tr>
<tr>
<td><strong>Risk of appropriation (riace)</strong></td>
<td>.0326 (.0575)</td>
<td>.0510 (.0557)</td>
<td>.0510 (.0557)</td>
<td>.0510 (.0557)</td>
<td>.0510 (.0557)</td>
<td>.0510 (.0557)</td>
</tr>
<tr>
<td><strong>Rule of Law (rule)</strong></td>
<td>.1100 (.0648)</td>
<td>.1100 (.0648)</td>
<td>.1100 (.0648)</td>
<td>.1100 (.0648)</td>
<td>.1100 (.0648)</td>
<td>.1100 (.0648)</td>
</tr>
</tbody>
</table>

**Instruments**

Further lagged values

Notes:
The dependent variable is the total factor productivity (TFP) index for 1988 presented in Hall and Jones (1996). The explanatory variables generally pertain to 1985, allowing OLS estimation under usual assumptions. However, the models were also estimated using further lagged values as instruments. Columns (1), (2), (3), and (4) report OLS estimates for these models because the IV estimates prove similar to OLS estimates, and because IV estimates differ slightly among themselves depending on the choice of instrument set, creating thus a problem of indeterminacy with regard to which particular estimates to present. The models in (5) and (6) were also estimated with LOGEM (log of European settler mortality rate) and/or DIST (distance from equator) as instruments. However, these estimations did not prove successful. More detailed description of the right hand variables is provided in the Appendix. Figures in parentheses are (heteroskedasticity consistent) standard errors and those in square brackets are p-values of respective t variables.
Table 1c
Determinant of productivity: Social Base
(Independent Variable: Total Factor Productivity Index)

<table>
<thead>
<tr>
<th></th>
<th>(1)</th>
<th>(2)</th>
<th>(3)</th>
<th>(4)</th>
<th>(5)</th>
<th>(6)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Estimator</td>
<td>OLS/IV</td>
<td>OLS/IV</td>
<td>OLS/IV</td>
<td>OLS/IV</td>
<td>OLS/IV</td>
<td>OLS/IV</td>
</tr>
<tr>
<td>Sample Size</td>
<td>91</td>
<td>91</td>
<td>91</td>
<td>91</td>
<td>N</td>
<td>91</td>
</tr>
<tr>
<td>F</td>
<td>.00</td>
<td>.00</td>
<td>.00</td>
<td>.00</td>
<td>F</td>
<td>.00</td>
</tr>
<tr>
<td>$R^2$</td>
<td>.7198</td>
<td>.7468</td>
<td>.7660</td>
<td>.7595</td>
<td>$R^2$</td>
<td>.7596</td>
</tr>
<tr>
<td>Human</td>
<td>.0327</td>
<td>.0507</td>
<td>.0623</td>
<td>.0582</td>
<td>Human</td>
<td>.0559</td>
</tr>
<tr>
<td>Capital (H)</td>
<td>(.0194)</td>
<td>(.0199)</td>
<td>(.0213)</td>
<td>(.0208)</td>
<td>Capital (H)</td>
<td>(.0230)</td>
</tr>
<tr>
<td>tyr1585</td>
<td>[.000]</td>
<td>[.000]</td>
<td>[.005]</td>
<td>[.000]</td>
<td>tyr1585</td>
<td>[.017]</td>
</tr>
<tr>
<td>Govt Cons</td>
<td>-.0241</td>
<td>-.0215</td>
<td>-.0190</td>
<td>-.0192</td>
<td>Govt Cons</td>
<td>-.0206</td>
</tr>
<tr>
<td>Expenditure (Gvxdex55)</td>
<td>(.0063)</td>
<td>(.0057)</td>
<td>(.0059)</td>
<td>(.0061)</td>
<td>Expenditure</td>
<td>(.0059)</td>
</tr>
<tr>
<td>Black Market Premium</td>
<td>-.0338</td>
<td>-.0260</td>
<td>-.0276</td>
<td>-.0269</td>
<td>Black Market</td>
<td>-.0262</td>
</tr>
<tr>
<td>(Bmp5)</td>
<td>(.0160)</td>
<td>(.0160)</td>
<td>(.0162)</td>
<td>(.0156)</td>
<td>Premium</td>
<td>(.0179)</td>
</tr>
<tr>
<td>Democracy</td>
<td>.0531</td>
<td>.0438</td>
<td>.0571</td>
<td>.0534</td>
<td>Democracy</td>
<td>.0394</td>
</tr>
<tr>
<td>(dem5)</td>
<td>(.0260)</td>
<td>(.0270)</td>
<td>(.0266)</td>
<td>(.0282)</td>
<td>(dem5)</td>
<td>(.0291)</td>
</tr>
<tr>
<td>Ethnic</td>
<td>-.8234</td>
<td>-.6453</td>
<td>-.6562</td>
<td>-.6445</td>
<td>Ethnic</td>
<td>-.6502</td>
</tr>
<tr>
<td>Fraction (etbf lr)</td>
<td>(.1476)</td>
<td>(.1522)</td>
<td>(.1435)</td>
<td>(.1586)</td>
<td>Fraction</td>
<td>(.1545)</td>
</tr>
<tr>
<td>(.000)</td>
<td>[.108]</td>
<td>[.000]</td>
<td>[.035]</td>
<td>[.000]</td>
<td>(etbf lr)</td>
<td>[.003]</td>
</tr>
<tr>
<td>Religious</td>
<td>-.4787</td>
<td>-.3659</td>
<td>-.3981</td>
<td>-.4298</td>
<td>Religious</td>
<td>-.4868</td>
</tr>
<tr>
<td>Fraction (rel frac)</td>
<td>(.1540)</td>
<td>(.1491)</td>
<td>(.1692)</td>
<td>(.1462)</td>
<td>Fraction</td>
<td>(.1728)</td>
</tr>
<tr>
<td>Protestants</td>
<td>-.1931</td>
<td>-.1711</td>
<td>-.1711</td>
<td>-.1964</td>
<td>Protestants</td>
<td>-.2099</td>
</tr>
<tr>
<td>(prot dum)</td>
<td>(.0995)</td>
<td>(.1107)</td>
<td>(.1107)</td>
<td>(.1040)</td>
<td>(prot dum)</td>
<td>(.1040)</td>
</tr>
<tr>
<td>Catholics</td>
<td>.0043</td>
<td>-.1711</td>
<td>-.1711</td>
<td>-.0007</td>
<td>British</td>
<td>-.0007</td>
</tr>
<tr>
<td>(cath dum)</td>
<td>(.0833)</td>
<td>(.1107)</td>
<td>(.1107)</td>
<td>(.0979)</td>
<td>Colony</td>
<td>(.0979)</td>
</tr>
<tr>
<td>Muslims</td>
<td>.1771</td>
<td>.0916</td>
<td>.0291</td>
<td>.0291</td>
<td>French</td>
<td>.0291</td>
</tr>
<tr>
<td>(mus dum)</td>
<td>(.1104)</td>
<td>(.1204)</td>
<td>(.1533)</td>
<td>(.1533)</td>
<td>Colony</td>
<td>(.1533)</td>
</tr>
<tr>
<td>British Legal Origin</td>
<td>.0209</td>
<td>.0916</td>
<td>.0209</td>
<td>.0209</td>
<td>Other Colony</td>
<td>-.0586</td>
</tr>
<tr>
<td>(legor uk)</td>
<td>(.1242)</td>
<td>(.1204)</td>
<td>(.1242)</td>
<td>(.1242)</td>
<td>(col_oth)</td>
<td>(.1650)</td>
</tr>
<tr>
<td>French Legal Origin</td>
<td>.0291</td>
<td>.0291</td>
<td>.0291</td>
<td>.0291</td>
<td>Neo-europe</td>
<td>.0291</td>
</tr>
<tr>
<td>(legor fr)</td>
<td>(.1533)</td>
<td>(.1533)</td>
<td>(.1533)</td>
<td>(.1533)</td>
<td>(neo_euro)</td>
<td>(.1533)</td>
</tr>
</tbody>
</table>

Notes:
The dependent variable is the total factor productivity (TFP) index for 1998 presented in Hall and Jones (1996). The explanatory variables, H, $GVXDXE$, BMP, and DEM pertain to 1985, allowing OLS estimation under usual assumptions. However, the models were also estimated using further lagged values as instruments. The Social Base variables are deemed exogenous. The Table reports OLS estimates for these models because the IV estimates prove similar to OLS estimates, and because IV estimates differ slightly among themselves depending on the choice of instrument set, creating thus a problem of indeterminacy with regard to which particular estimates to present. More detailed description of the right hand variables is provided in the Appendix. Figures in parentheses are (heteroskedasticity consistent) standard errors and those in square brackets are $p$-values of respective $t$ variables.
### Table 1d

**Determinant of productivity: Physical Base**  
(Dependent Variable: Total Factor Productivity Index)

<table>
<thead>
<tr>
<th>Estimator</th>
<th>(1)</th>
<th>(2)</th>
<th>(3)</th>
<th>(4)</th>
<th>(5)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Sample Size</strong></td>
<td>91</td>
<td>89</td>
<td>84</td>
<td>90</td>
<td>89</td>
</tr>
<tr>
<td><strong>F</strong></td>
<td>.00</td>
<td>.00</td>
<td>.00</td>
<td>.00</td>
<td>.00</td>
</tr>
<tr>
<td><strong>$R^2$</strong></td>
<td>.7600</td>
<td>.7672</td>
<td>.7697</td>
<td>.7547</td>
<td>.7814</td>
</tr>
<tr>
<td><strong>Human Capital (H)</strong></td>
<td>.0459</td>
<td>.0422</td>
<td>.0423</td>
<td>.0515</td>
<td>.0471</td>
</tr>
<tr>
<td></td>
<td>(.0226)</td>
<td>(.0233)</td>
<td>(.0213)</td>
<td>(.0214)</td>
<td>(.0186)</td>
</tr>
<tr>
<td><strong>Govt Cons Expenditure</strong></td>
<td>-.0206</td>
<td>-.0207</td>
<td>-.0185</td>
<td>-.0203</td>
<td>-.0186</td>
</tr>
<tr>
<td></td>
<td>(.0058)</td>
<td>(.0058)</td>
<td>(.0057)</td>
<td>(.0057)</td>
<td>(.0054)</td>
</tr>
<tr>
<td><strong>Black Market Premium</strong></td>
<td>-.0274</td>
<td>-.0300</td>
<td>-.0303</td>
<td>-.0285</td>
<td>-.0366</td>
</tr>
<tr>
<td></td>
<td>(.0157)</td>
<td>(.0176)</td>
<td>(.0152)</td>
<td>(.0163)</td>
<td>(.0158)</td>
</tr>
<tr>
<td><strong>Democracy (dem5)</strong></td>
<td>.0465</td>
<td>.0538</td>
<td>.0410</td>
<td>.0484</td>
<td>.0481</td>
</tr>
<tr>
<td></td>
<td>(.0276)</td>
<td>(.0274)</td>
<td>(.0298)</td>
<td>(.0279)</td>
<td>(.0274)</td>
</tr>
<tr>
<td><strong>Ethnic Fraction</strong></td>
<td>-.6249</td>
<td>-.5879</td>
<td>-.7576</td>
<td>-.6472</td>
<td>-.6428</td>
</tr>
<tr>
<td></td>
<td>(.1508)</td>
<td>(.1446)</td>
<td>(.1578)</td>
<td>(.1514)</td>
<td>(.1445)</td>
</tr>
<tr>
<td><strong>Religious Fraction</strong></td>
<td>-.3956</td>
<td>-.3862</td>
<td>-.2557</td>
<td>-.4292</td>
<td>-.3551</td>
</tr>
<tr>
<td></td>
<td>(.1460)</td>
<td>(.1496)</td>
<td>(.1424)</td>
<td>(.1518)</td>
<td>(.1440)</td>
</tr>
<tr>
<td><strong>Latitude (Latitude)</strong></td>
<td>.2637</td>
<td>.2123</td>
<td>.218</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Tropics (tropics)</strong></td>
<td>-.1272</td>
<td>(.0796)</td>
<td>.114</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Meantemp (meantemp)</strong></td>
<td>-.0068</td>
<td>(.0052)</td>
<td>(.194)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Frost days (frostdays)</strong></td>
<td>.0018</td>
<td>(.0047)</td>
<td>(.711)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Landlocked (access)</strong></td>
<td>-.2257</td>
<td>(.0932)</td>
<td>.018</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Notes:**  
The dependent variable is the total factor productivity (TFP) index for 1988 presented in Hall and Jones (1996). The explanatory variables, $H$, $GVXDXE$, $BMP$, and $DEM$ pertain to 1985, allowing OLS estimation under usual assumptions. However, the models were also estimated using further lagged values as instruments. The Social Base and Physical Base variables are deemed exogenous. The Table reports OLS estimates for these models because the IV estimates prove similar to OLS estimates, and because IV estimates differ slightly among themselves depending on the choice of instrument set, creating thus a problem of indeterminacy with regard to which particular estimates to present. More detailed description of the right hand variables is provided in the Appendix. Figures in parentheses are (heteroskedasticity consistent) standard errors and those in square brackets are $p$-values of respective $t$ variables.
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